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ABSTRACT:

In recent years, the data mining techniques have mea serious challenge due to the increased concengi
and worries of the privacy, that is, protecting the privacy of the critical and sensitive data Data
perturbation is a popular technique for privacy preserving data mining The approach protects the
privacy of the data by perturbing the data througha method. The major challenge of data perturbations
to achieve the desired result between the level data privacy and the level of data utility. Data pivacy
and data utility are commonly considered as a paiof conflicting requirements in privacy-preserving d
data for applications and mining systems. Multipli@tive perturbation algorithms aim at improving data
privacy while maintaining the desired level of datautility by selectively preserving the mining taskand
model specific information during the data perturbaion process. The multiplicative perturbation
algorithm may find multiple data transformations that preserve the required data utility. Thus the nek
major challenge is to find a good transformation tkat provides a satisfactory level of privacy data. A
number of perturbation methods have recently been qposed for privacy preserving data mining of
multidimensional data records. This paper intends ¢ reiterate several perturbation techniques for
privacy preserving of dataand then proceeds to evaluate and compare differet¢chnologies.
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1. INTRODUCTION
Knowledge is supremacy and the more knowledgeablane about information break-in, we are less ptone
fall prey to the evil hacker sharks of informatitechnology. Privacy preserving data mining has bexo
increasingly popular because it allows sharing migey sensitive data for analysis purposes [1].p8ople
have become increasingly unwilling to share theitad frequently resulting in individuals eitherusihg to
share their data or providing incorrect data. imtsuch problems in data collection can affectdhecess of
data collection and can affect the success of matang, which relies on sufficient amounts of a@aterdata in
order to produce meaningful results. In recentychie wide availability of personal data has mideproblem
of privacy preserving data mining an important one.

A data perturbation procedure can be simply desdrés follows. Before the data owner publishes the
data, they change the data in certain way to déggtiie sensitive information while preserving tlagtipular
data property that is critical for building meagifinl data mining models.[7].

2. DIFFERENT PERTURBATION TECHNIQUES FOR PRIVACY PR ESERVING OF DATA

The current techniques in perturbation approachchssified in two categories based on how theyuper
datasets and particular Properties that will besgmesd in data: Value-based Perturbation and Multi-
Dimensional Perturbation. In the Value-based Plditimn the purpose is to preserve statistical ateristics
and columns distribution while Multi-DimensionalrRebation aims to hold Multi- Dimensional infornt.
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2.1 Value-based Perturbation Techniques

The main idea of this approach is to add randoreentm the data values. This approach is actuadised on this
fact that some data mining problems do not needirtividual records necessarily and they just neesr
distribution. Since the perturbing distributiorkisown, they can reach data mining goals by recoosiy their
required aggregate distributions. However, due &zonstructing each data dimension's distribution
independently, they have the inherent disadvante#fgmissing the implicit information available in fiiu
dimensional records and on the other hand it isiired to develop new distribution-based data mining
algorithms.

2.1.1 Random Noise Addition Technique

This technique is described as follows: Consideoriginal dataX i, X ,, Xy, whereX ; are variables
following the same independent and identical distiion (i.i.d). The distribution function of ; is denoted aBy
, h random variable¥ ; Y, ,Y y are generated to hide the real values of by geation. Similarly,Y; arei.i.d
variables. Disturbed data will be generated agvait

Wi, W, wherew X;+ Y;il,..,n (1)

It is also assumed that the added noise variantszdge enough to let an accurate estimation of rdaia
values take place. Then, according to the pertudagalset w, w, , known distributional functiofy and using a
reconstruction procedure based on Bayes rule,ahsity functiorf x  will be estimated by Equation.

However, it is presented that privacy breachesnasad the major problems with the random noise taatdi
technique and observed that the spectral propeartite randomized data can be utilized to separaite from
the private data. The filtering algorithms basedramdom matrix theory are used to approximatelpmstruct
the private data from the perturbed data. Thugsbéishing a balance between Privacy preservatidneaouracy
of data mining result is hard because more we ywawhcy preservation, more we should lose infororati

In [3], to minimize the information loss of thisctenique and improve the reconstruction procedurgva
distribution reconstruction algorithm calldiaximizing Algorithm for the Expectation of Mathdimsi(EM) is
represented. In [2] a new decision-tree algoriterdaveloped according to this technique. This teghnis also
used in privacy preserving association rule mirjigy 15].

However, in [16] it is presented that privacy bieex as one of the major problems with the randoiseno
addition technique and observed that the spectogdesties of the randomized data can be utilizedejparate
noise from the private data. The filtering algamithbased on random matrix theory are used to ajpataly
reconstruct the private data from the perturbed.dBlus, establishing a balance between Privacsepration
and accuracy of data mining result is hard because we want privacy preservation, more we shooz |
information.

2.1.2 Randomized Responses Technique

The main idea for this technique is to scrambléads that the data collector cannot express, with
probabilities better than of the defined threshaltether the data sent back by the respondentisatmr not.
There are two models in this techniqéRelated—Questioand Unrelated- Questiormodels. In the former, the
interviewer asks every respondent a couple of qestelated together, of each the reply is oppabié other
one. For example, the questions can be as follows:

1) I have the sensitive attribute A.

2) 1do not have the sensitive attribute A.

The respondent will answer randomly and witprobability to the first question and with 6 to the second
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guestion. Although the interviewer finds out thewars (yes or no), he does not know which questambeen
answered by the respondent; hence, the respongeivesy preserving will be saved. The collectoesishe
following equations in order to estimate the petaga of the people who have characteristic A:

P"A yes PA yesPA nol )
P A no PA noP A yes 3)

WhereP " A yes(or P " A no) is the ratio of theye$ (or "no") replies which are acquired via survey data Bnd
A yes(or P A no) are estimated ratios of thge8 (or "nd") answers to sensitive questions. The purpose is t
gain P Ayes P Ano.

Although in this method, information from each widual user is scrambled, if the number of users is
significantly large, the aggregate information leéde users can be estimated with decent accuracgoRiized
response technique used to provide information mponse model, so are used for processing catebdata.
Note that the technique can be extended to mutiedsional, i.e., the techniques are applied to raéve
dimensions altogether.

In [11] the random response technology and the gédmdata transformation method are combined. &hat
called random response method of geometric tramsfton .It can protect the privacy of numerical adat
.Theoretical analysis and experimental resultsveldothat at the same time cost , the algorithm gahbetter
privacy protection than the previous algorithmad aould not affect the accuracy of mining results.

2.2 Data Mining Task-based Perturbation Techniques

The purpose of these techniques is to modify thgiral data so that the properties preserved itupeed
dataset to be task specific information data mirtexgks and even a particular model. Thus, it issipies to
preserve the privacy without missing any particutdiormation of data mining tasks and make a maoitable
balance between privacy and data mining resultsiracy. Furthermore, in these techniques, data minin
algorithms can be applied directly and without depimg new data mining algorithms on the perturbathset.

2.2.1 Condensation Technique

The purpose of this technique is to modify the ioaf) dataset into anonymized datasets so that this
anonymized dataset preserves the covariance nfiatrirultiple columns. In this technique first thatd will be
condensed into groups with pre-defined dizeand a series of statistical information relatedhte mean and
correlations across the different dimensions wél fireserved for each group of records. In the sethés
statistical information is used to generate anomgchidata with similar statistical characteristicghe original
dataset. This technique has been used to cregiesitassifier for the K Nearest Neighbor (KNN) [4]

However in [5] it is presented that this technidggigveak in protecting the private data. The KNNdzhdata
groups result in some serious conflicts betweergrkéng covariance information and preserving myva

2.2.2 Random Rotation Perturbation Technique

The main idea is as if the original dataset vdtbholumns and\ records represented As; , , the rotation
perturbation of the dataset X will be definedaéX ) =RX,WhereR, 4is a random rotation orthonormal matrix.

A key feature of rotation transformation is presegvthe Euclidean distance, inner product and gédene
shape hyper in a multi-dimensional space. Alson&emethods, SVM classifiers with certain kerneaid ayper
plane-based classifiers, arevariant to rotation perturbation, i.e. if trained and ésswith rotation perturbed
data, will have similar model accuracy to thatrtesi and tested with the original data. [5].
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But researches show that having previous knowleithgerandom rotation perturbation may become irelv
in privacy violations against different attacks liming Independent Component Analysis (ICA), attdok
rotation center and distance-inference attack [6,7]

[10] In this a method of Privacy Preserving Clustgrof Data Streams (PPCDS) is proposed stressiag t
privacy —preserving process in a data stream emwviemt while maintaining a certain degree of excelle
mining accuracy. PPCDS is mainly used to combintaftmm —Based Perturbation , optimization of acbust
enters and the concept of nearest neighbour, ierdodsolve the privacy —preserving clustering afing issues
in a data stream environment .In the phase of RotatBased Perturbation , rotation transformatiaatrir is
employed to rapidly perturb with data streams ideorto preserve data privacy. In the phase of @tusining,
perturbed data is primarily used to establish arorétuster through the optimization of a clustentce, then
applying statistic calculation to update the michaster.

2.2.3 Geometric Perturbation Technique

This perturbation technique is a combination of @&oh, Translation and Noise addition perturbation
techniques. The additional componentandA are used to address the weakness of rotationrpation while
still preserving the data quality for classificatimodeling. Concretely, the random translation matddresses
the attack to rotation center and adds additioiffitdlty to ICA-based attacks and the noise addfitaddresses
the distance-inference attack.[7]

If the matrixX 4 , indicates original dataset with columns and\ records,R; 4 be a orthonormal random
matrix, T be a translation random matrix and D raradom noise matrix, (Guassian noise) where ekechent

IS
G(X) = RX + T+D. ()

Geometric Data perturbations is the method idlyote distance base for estimating original valiten the
perturbed data, with addition of Gaussian noise[WB]in Problem is with accuracy and data loss withese of
Gaussian Noise. A Survey of Multi-dimensional Pexation for Privacy Preserving Data Mining Geoneetri
perturbation exhibits more robustness in counteaitgcks than simple rotation based perturbatiom résulting
value becomes the perturbed data for the sensitivibute which will be considered further in eaion of
classification algorithms. The major cost of pdration is determined by Eq.4 and a randomized geation
optimization process that applies to a sample fséata set .The perturbation can be applied to datards in a
streaming manner. Based on eq. 1 it will cost?Qtd perturb each d-dimensional data record.

This perturbation technique is invariant againsirgetrical modification and is fixed for Kernel, SVéhd
linear classifiers. Geometrical perturbation teqgnei also has, rather than Rotation perturbation and
condensation, high-great Privacy Preserving guaesnt

In [12] a proposed approach based on geometric patturbation and data mining —service oriented
framework is introduced.GDP had shown to be ancéffe perturbation method in single —party privacy
preserving data publishing. The multiparty framewand the problem of perturbation unification undes
framework is presented. Three protocols are prapageich is first effort on applying GDP to multipar
privacy —preserving mining.

In [13] itis shown how several types of well —kmodata mining models will deliver a comparablecleaf
model quality over geometrically perturbed data aetover the original data set.GDP ,includes theali
combination of three components: rotation pertudmattranslation perturbation , and distance péstion
.GDP perturbs multiple column in one transformati@nmulti-column privacy evaluation model is propds
and analysis against three types of inference lattanaive-inference ,ICA —based and distance rénfe is
done.
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2.3 Dimension Reduction-based Perturbation Techniques

The main purpose of these techniques is to obtaiomapact representation with reduced- rank to the
original dataset while preserving dominant datatgpas. These techniques also guarantee that beth th
dimensionality and the exact value of each eleroétite original data are kept confidential.

2.3.1 Random Projection Perturbation Technique

Random projection [6] refers to the technique afjgeting a set of data points from a high-dimensi@pace
to a randomly chosen lower-dimensional subspace.

F(X) = P*X (5)

*  Xis m*n matrix: m columns and n rows
 Pisak*mrandom matrix, k <= m

 RPP is more resilience to distance-based attacks
 RPP approximately preserves distances

* Model accuracy is not guaranteed

The key idea of random projection arises from dbbnson-Lindenstrauss Lemris/]. According to this
lemma, it is possible to maintain distance-relatdistical properties simultaneously with dimensieduction
for a dataset. Therefore, this perturbation tealmigan be used for different data mining tasks iliictuding
inner product/Euclidean distance estimation, cati@h matrix computation, clustering, outlier déite, linear
classification, etc.

However, this technique can hardly preserve théawé® and inner product during the modification in
comparison with geometric and random rotation tephes. It has been also clarified that having presi
knowledge about this perturbation technique magaaght into privacy breach against the attacks [7].

3. COMPARISON AND EVALUATION FRAMEWORK

The evaluation framework recommended for assesaimy evaluating data perturbation techniques, is in
accordance with the following eight criteria:
» Privacy Loss: is defined as difficulty level in estimating theiginal values from the perturbed data
values.
e Information Loss. is defined based on the amount of important dafi@rination, which needs to be
saved after perturbation for data mining purposes.
» Data Mining Task: is defined based on a data mining task, whichaionstthe possibility to mine it,
after applying the privacy preserving techniques.
* Modifying the Data Mining Algorithms: based on the needs, notifies the change fortisted data
mining algorithms, in order to mine over the maatifidataset.
e Preserved Property: that is, data information, which was already saeftér applying the privacy
preservation techniques.
» Data Type: it points out the types of data, which could be atipal, binary, or categorical.
» Data Dimension: it is defined based on the purpose of PPDM teclifpn preserve Dimensional
information, which could be single-Dimensional ouliitDimensional.
Table below shows comparison of different pertudrattechniques for privacy preserving of data.
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Table 1.Comparision of different perturbation tdgles

E-ISSN: 2321—-9637

Data Perturbation Technigues of PPDMN
Multi Dimensional Perturbation
Value-based Perturbation R
Data Mining Task-based Perturbation Reduction
Comparison Noise Randomized ) , Random . Random
. . . Condensation i Geomeltric .
Criteria Addition Response Rotation Prajection |
Privacy Loss Average Average Low Low Very Low Very Low
Information Loss Low Low Very Low Very Low Very Low Very Low
Modifving DM - -
7 ne Yes Yes No No No No
Algorithms
Asso Y
Data _ . . . -
Mining Class v y W V W v
Task ) . ]
Clus N W W
Data Dimension single- Single Multi Multa Mults Muln
Dimensional Dimensional Dimensional Dimensional Dimensional Dimensional
. . . ) . Corelation
Preserved Values Values Covariance Geometrical Geometrical be twfer:n
property distribution distribution structure characteristic characteristic ) i
dimension |
Data type - Categorical numerical numerical numerical numerical

4. CONCLUSION

The increasing ability to track and collect largeoaints of data with the use of current hardwarkrtelogy
has lead to an interest in the development of daitsing algorithms which preserve user privacy. Data
perturbation techniques are one of the most poputadels for privacy preserving data mining. It specially
useful for applications where data owners wantadigipate in cooperative mining but at the sameetivant to
prevent the leakage of privacy-sensitive informatia their published datasets. Typical exampleduie
publishing micro data for research purpose or autsng the data to the third party data mining Eerv
providers. In this paper we have reviewed differ®etrturbation Techniques for Privacy Preserving and
compared them using different evaluation critedacording to the data set any one can choose from
perturbation techniques available and preservapyiof data sets.
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